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1. INTRODUCTION

At every phase of the development of computer capacities and methods for solving applied problems,
superlarge-scale problem arise (like controlling fast processes, processing of radar data, diagnostics of
reactors, determining the maximum acceptable level of methane in mines, etc.). To overcome the super-
exponential computational complexity barrier, it is important to use various opportunities to optimize
computations both by developing solution methods that are optimal in terms of accuracy and computation
time and by creating more powerful computers. It is known that, for certain classes of problems (digital
signal processing, pattern recognition, and the like), the effect of using optimal methods and parallel com-
puting is comparable with the effect of using more powerful hardware.

In this paper, we describe the results of studies in the field of optimization of computations as applied
to the approximate solution of computational and applied mathematics problems carried out in the
Glushkov Institute of Cybernetics of the National Academy of Sciences of Ukraine.

The generic scheme of the solution of various computational and applied mathematics problems using
computer technologies (see 1—3]) involves the following stages.

1. Statement of an applied problem in terms of the application field.

2. Selection of a mathematical model (MM) of the applied problem.

3. Selection of a computation model (CM), which includes the following components:

—initial data of the problem;

—a class of computational mathematics problems based on the initial data;

—a class of computational algorithms (CAs) for finding a solution, constructing estimates of quality

1
characteristics and parameters of the computation procedure (CP) ;
—computer architecture;
—restrictions on the values of the quality characteristics.

4. Modification of the MM, components of the CM, and the repeated application of the stages of the
scheme.

5. Construction of CP and actual computations.
6. Interpretation of the results.

! By a CP, we mean a procedure of solving a problem based on processing the initial data so as to produce a solution using com-
putersoftware.and-hardware.

2166

www.manaraa.com



ON THE USE OF COMPUTATION OPTIMIZATION OPPORTUNITIES 2167

This generic scheme can produce many computer technologies depending on the thoroughness of
using the stages listed above. The factors that affect the set of computer technologies produced by this
scheme are as follows: the problem type and the MM, the available initial data (their form, amount, and
accuracy), requirements for the approximate (numerical) solution of the problem and restrictions on the
computation resources (CPU time, computer memory), capabilities of computers, the available algo-
rithms and software, and the skills of the developers and software users.

Since we consider computer technologies in this paper, we focus on stages 3—5 of the above scheme.
Stage 2 is also related to computer technologies to a certain degree.

Suppose that we have a statement of an applied problem in terms of the corresponding application field
(that is, we assume that there is a description of what should be found and which information (and its
accuracy) can be used for that purpose). We assume that the quantitative information is given in a certain
system of units (e.g., in SI). To such an applied problem, we assign a MM. In order to use this MM for the
construction of a computer technology, we impose certain requirements upon the MMs. Based on the
MM, a sequence of computational mathematics problems will be obtained in the computer technology
that must be solved using numerical algorithms under certain requirements for the quality characteristics
of the approximate solution and for the CP under limited computation resources.

The issues of numerical stability and performance of computational algorithms are also important. It
is essential to know which software is available for the numerical implementation of the MM and whether
there are positive references of its practical usage. If one or both of these conditions are not fulfilled, it may
be reasonable to use another MM that enables one to obtain an approximate solution with better quality
characteristics. Generally speaking, it is not always possible to select the best (in a certain sense) MM a
priori; therefore, the problem of selecting an MM can be considered as the most important one at a certain
stage of constructing the computer technology. The efficiency of using such an approach depends on the
applied problem and on its solution under the prescribed quality criterion for the approximate solution.
For example, if the MM of a certain phenomenon is supposed to be used repeatedly with the parameter
values that vary in a certain range, even significant efforts for the optimization of the computational com-
plexity of the model can be warranted. We do not consider the possible errors in the MM; however, we
assume that the restrictions on the acceptable total error in the approximate solution are chosen with
regard to the error of the MM.

2. COMPUTER MODEL OF COMPUTATIONS AND GENERAL ISSUES OF COMPUTER
TECHNOLOGIES CONSTRUCTION

Let K be a class of computational mathematics problems and A(X) be a class of computational algo-
rithms designed for solving problems in the class K; these algorithms use the initial data I = I({,, 1,(f)),
where I, is some information about the properties of the problems in Kand I, = I,(f) = (i;(f), ..., i,(/)T
is some information about the problem fin the form of » functionals calculated on the elements of f.

Let ¢(Y) be a model of a computer that takes into account the architectural features of the computer
and belongs to a class of models C(Y).

The problem is to find a solution (generally, an approximate one) of the problem f € K subject to the
conditions

p(E(L X, Y))<e, (M
T(e, I, X, Y) < Ty(e), (2)
M(e, I X, Y)< M,, (3)

where p(-) is a measure of error in the approximate solution of the problem f € K; [ is the initial data of
the problem; E(/, X, Y) is typically the total error of the approximate solution, which is the sum of three
components—the irremovable error due to the errors in the initial data E(), the error due to the method
(algorithm) E,(), and the rounding error E () (see [4—6]); X and Y are the vectors of parameters that
characterize the algorithms and computers in the classes A and C, respectively; 7(/, X, Y), M(I, X, Y) are
the CPU time and the computer memory needed to calculate the approximate solution; &, Ty(€), and
M, (¢) are the restrictions based on the requirements for the quality of the mathematical modeling and the
properties of the initial data (amount, accuracy, structure, and the acquisition method).

An approximate solution satisfying condition (1) is called an g-solution, and A(g, X, Y) is the set of
computational algorithms designed for finding e-solutions in the CM under examination.
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A computational algorithm satisfying conditions (1) and (2) is said to be T-efficient; we denote by A(e,
Ty, X, Y) the set of T-efficient algorithms in the CM under examination (see [7]).

Below, we assume that the memory M can be extended up to the desired size; that is, we assume that
condition (3) can be removed (possibly, at the cost of increasing the CPU time), for example, by extending
the memory of a certain type in the structure of computer memory. Since € — 0 as My(¢) — « (e.g.,
when the rounding errors or the errors inherent in the method in recurrent algorithms are discussed), we
assume that € > g,, where g is a given number.

Let £° be a lower bound of the error of the approximate solution and 7°(¢) be a lower bound of the CPU
time of calculating an e-solution in the given CM (see [5, 8]). Depending on the computer resources and
conditions (1), (2), one can distinguish the following situations concerning the sets A(g, X, Y) and A(g, T,

X, V).

A, X, N=D, e2c", A, TpX, V2D, Tye)>T(e), 4)
Ae, X, Y) = @, e<g’, Q)
A X, V2D, e2¢", A, T,X, V)2D, Ty(c)<T(c). (6)

Conditions (4)—(6) characterize the construction of a CP under the given computation conditions.
They are connected with the following issues (see [7]):

—existence of an g-solution (the possibility to construct an g-solution using the given computer tech-
nology);

—existence of T-efficient computational algorithms;

—modification of the computer technology or its replacement with another one in cases (5) and (6)
in order to reduce these situations to situation (4);

—construction of an actual CP.

These issues are resolved by selecting the components of the CM and a way to use them efficiently.
Here, an important role belongs to estimates of the error of the approximate solution and of the CPU time.
Below, we consider some particulars of the application of these quality characteristics.

2.1. Structure of the Total Error, Accuracy, and Computational Complexity

The computational complexity (7) is often determined by the requirements for the accuracy of the
approximate solution, relationships between the components of the total error, the dependence of the
error on the type, structure, and size of the initial data and on their accuracy, the computer word size and
rounding rules, and on the type of error estimates. Therefore, it is reasonable to consider the two charac-
teristics (the error of the approximate solution and the CPU time) together.

Consider the influence of the components of the total error on the fulfillment of conditions (1), (2).
The information 7, (which determines the class of problems) and /,( ) (which depends on a particular

problem) is typically given only approximately. Let /, and 7,( /) be the exact information and IOT , nT (f)be
exact for a certain problem @; let Rrand R, be exact solutions of the problems corresponding to the infor-

mation IOT 1 ,7T (f)and 1,, I,(f), respectively. Furthermore, assume that Rfa , Rg are the approximations
of Rrand R, respectively, found by a certain algorithm under assumption that all the computations are

performed exactly (without roundoffs), and let R; , pr be the solutions found by the same algorithm with
regard to the rounding. Then, we have

E(LX,Y) = Ri— R, = (R—Ry) +(R,— R)) + (R, — Ry) = Ey()+ E,()) + E(°),
P(E)<p(Ep) +p(E) +p(E).
Consider possible distributions of the terms in the expression (bound)

p(Ey) +p(E)+p(E)<¢e

with account of condition (2). We replace this bound with the bounds

p(EH)SSHv p(Ep)Saw p(ET)S6T7
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where
5, < e, Zcxi =1, o,20, i=H,p,r.

The distribution of the terms is determined by the choice of the numbers {a;}. A poor distribution can
considerably complicate the fulfillment of conditions (1), (2). For example, when 0 <& — p(Ey) < ¢, strin-
gent restrictions upon the two other components of the total error must be imposed (see [5]):

P(E)+p(E)<e-p(Ey <e. (7)

2.2. Types of Problems with Regard to Their Computational Complexity and Estimates of Characteristics

The possibility to construct solutions to problems under conditions (1)—(3) can significantly depend
on the type of the estimates that are employed.

It is well known [4, 5] that there are a priori and a posteriori, majorant and asymptotic, deterministic
and stochastic estimates. Each type has its advantages and disadvantages. For example, a priori majorant
deterministic estimates are guaranteed estimates, their calculation does not require the problem to be
solved, and they are easy to calculate. On the other hand, such estimates are often too high and poorly
suited for the quantitative analysis. The situation remains the same even if such an estimate is sharp
because the problem on which the estimate is attained can be not typical for the class of problems and the
capabilities of a computational algorithm remain unused on the other problems in this class.

Asymptotic a posteriori estimates can be close to the quantity being estimated, but this closeness is
attained at the values of the parameter (which is changing) belonging to a certain domain of asymptotics,
which is not always convenient for practical applications. Moreover, the calculation of such estimates is
based on a solution of the problem, and its construction requires a considerable amount of computations.

The utility of using estimates of a certain type depends on the situation.

Let us describe the groups of problems in which it is suitable (under conditions (1)—(3)) to use asymp-
totic a posteriori estimates as the most accurate ones even though their computational complexity is high.
These problems are as follows:

—problems (or series of problems) that must be solved in real time;

—Ilarge series of problems of the same type (the parameters vary in a small range, e.g., a functional
minimization problem in which the phase space consists of solutions of a system of differential or integral
equations);

—problems that are solved using CA-programs (see [9]) from problem-oriented libraries (to use these
programs efficiently, it is desirable to know the exact values of the characteristics for the typical represen-
tatives of the class of problems);

—problems requiring a large amount of computations and that must be solved in a practically accept-
able amount of time;

—problems that require highly accurate computations.

3. ON THE COMPUTATION OPTIMIZATION OPPORTUNITIES

The quality characteristics of solutions and computational procedures can be improved due to the use
of various opportunities (see [3]). Here are some of them.

3. 1. Opportunities for Decreasing Errors of Approximate Solutions

1. Due to refining the initial data (p(E}y)):

—refining the class of problems;

—correcting the initial data;

—detecting and refining the a priori information about the problem;

—improving the accuracy of the initial data;

—narrowing the class of problems by using as much information about the problem as possible.

2. Due to the solution method (p(E,)):

—the use of optimal or almost optimal (in terms of accuracy) algorithms;

—optimization of the set of functionals that carry information about the problem (for example, opti-
mization of the grid of nodes in numerical integration);

—increasing the number of functionals in the set;
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—modification of the class of functionals (the use of a better optimal order of computational algo-
rithms than in the original set of functionals);

—the complete use of the initial data to narrow the class of problems.

3. Due to rounding (p(E,)):

—the use of optimal (in terms of order of accuracy) methods for highly accurate computations;
—narrowing the class of problems (in order to reduce the number of functionals in the set);
—the use of computational schemes that minimize the accumulation of rounding errors;
—improving the optimal order of accuracy by selecting a better class of functionals;
—increasing the computer word size;

—selection and modeling the rounding rules;

—the use of the optimized set of functionals.

3.2 Opportunities for Reducing the CPU Time Required to Solve the Problem

—refining the class of problems;
—the use optimal methods in terms of the execution time;

—the use of improved initial data (as a result, the use of less stringent constraints on the error estimates
of the method and estimates of the rounding errors);

—improving the quality of error estimates of the method and estimates of the rounding errors;
—improving the accuracy of the parameter computation in the CP;

—matching the computational algorithm with the computer architecture;

—fast arithmetic (see [10, 11]);

—parallel computing;

—development of dedicated processors (the choice of a computer architecture that better suits the
computational algorithm used to solve the problems in the class under consideration).

4. STEP-BY-STEP SCHEME OF THE COMPUTER TECHNOLOGY

In order to ensure that the resulting solution of the problem has the prescribed quality charac-
teristics (1)—(3), one must know what is to be done, how this must be done, and in what succession.

The concept of the proposed technology is as follows.

1. Based on the conditions under which the desired solution of the applied problem (which is stated in
the framework of a mathematical model) is to be used, requirements for the acceptable error of the
approximate solution of the corresponding computational mathematics problem, requirements for the
computation time, requirements for some other characteristics of the CP (e.g., computer memory), and
requirements for the interpretation of the resulting solution (with regard to the estimates of the character-
istics of this solution and of the CP) are formulated.

A CA-program is selected (or developed) that can solve the corresponding computational mathematics
problem with the prescribed quality characteristics; it may happen that no such CA-program exists or it

may be found that such a CA-program cannot be developed.2

2. The selected or developed CA-program is used to solve the applied problem with the prescribed
quality characteristics on the selected computer.

The need for solving a problem with prescribed quality characteristics (p(£), 7, M) of the g-solution
and for deciding whether such a solution can be produced by the corresponding CA-program arises in the
following cases:

—the problem must be solved up to a prescribed (or guaranteed) accuracy subject to certain con-
straints on the computation time and computer memory;

—the quality of the resulting e-solution must be assessed in terms of its accuracy and computation
time;

—even before solving the problem, it is necessary to know whether it can be solved with the prescribed
quality characteristics (p(E), T, M) to select (or develop) a CA-program to be included in a problem-ori-
ented package of programs.

2 In what follows, we assume that a computational algorithm and the corresponding program are the same things up to the
rounding error.
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The procedure for solving problems under conditions (1)—(3) can be considered as a sequence of steps
or technology elements (see [1, 2]).

Below, we describe the sequence of steps (which may be used directly or modified) for solving problems
with prescribed quality characteristics.

Step 1. Based on a systematic approach, the applied problem is stated in terms of the application field,
and requirements for the desired e-solution are formulated.

Step 2. A mathematical model of the applied problem is selected from the available models or is con-
structed; this model is used to describe the quantitative relationships between the elements of the model
of the system (a process or phenomenon) and to find an g-solution of the applied problem (in particular,
it is used for carrying out a computational experiment, see [12, 13]).

Step 3. The mathematical model of the applied problem P(/) with regard to its initial data belongs to
a class K of computational and applied mathematics problems. The information I = I({, I,(P)) about the
problem statement, about the desired e-solution (the initial data, estimates of errors with which this data
is specified or calculated), etc. is analyzed (see [5, 14—23]).

Later (when Step 3 is repeated) the problem P(/) can be considered in a certain subclass K ( Kc K) in
order to extend the possibilities to satisfy conditions (1)—(3), or it can be reformulated and considered in

another class of problems K (e.g., for ill-posed problems, see [24, 25]).

Step 4. The given requirements (1)—(3) for the values of the quality characteristics of the g-solution are
analyzed in view of the practical considerations (operational requirements of the process or phenomenon
being modeled) and the system of units used in the mathematical model (typically, SI). This is done upon
the problem of interest is scaled, if needed.

Step 5. An estimate of the error (p(£y4(-))) of the unknown g-solution is found (or improved) with
regard to the uncertainty of the initial data). For that purpose, a computer model of computations, the ini-
tial data of the problem, and estimates of the error in this data are used. Available estimates of p(E(+)) for
problems of the corresponding class may also be used (e.g., see [26, 27]).

Step 6. For the estimate of p(£(*)) thus found, the condition

pP(Ey()) <oue, O<a,<l1, eg, o =1/3 (®)

is verified. If (8) is fulfilled, then go to Step 8§; otherwise, go to Step 7.

Step 7. To guarantee that the problem is solved up to accuracy (1), the requirement for the accuracy of
the desired g-solution should be (if possible) modified (e.g., € > 0 can be increased) or p(E(:)) should be
improved. Go to Steps 4 or 5, respectively.

If p(E;(+)) exceeds the prescribed & >0 and cannot be decreased (if the problem is ill posed), the state-
ment of the problem P(/) € K must be changed (go to Step 3) or the search for the g-solution should be
abandoned because it cannot be calculated within the adopted CM.

Step 8. Analyze the computational situation for solving problems of the class K (or the subclass K c K):
(a) No method is available for solving problems in K (orin Kc K); hence, no algorithms for such prob-
lems are available and no theoretical estimates of their characteristics are known. Then, go to Step 9.

(b) Methods (or one method) for solving problems in K (or in K c K) are known, but there are no
ready-to-use algorithms and CA-programs for the computer ¢(Y) and no theoretical estimates of their
characteristics (p(£), T, M) are available. Then, go to Step 10.

(¢) There are ready-to-use CA-programs for solving problems in K (or in K c K) in an available com-
puter algebra system (such as Mathematica, MatLab, MathCAD, or Python), but no estimates of charac-
teristics are available for deciding whether or not those CA-programs can be used to solve the problem

P(l) € K (or P(I) € K c K) with the prescribed quality characteristics (1)—(3). Then go to Step 16.
(d) There is a package of programs for solving problems in K'that includes a CA-program for construct-

ing an e-solution of problems in the subclass K < K such that provides estimates of the characteristics

p(E), T, and M simultaneously with the construction of an g¢-solution of the problem P(/) € K with a
given (in a certain range D(g)) error € € D(g). Go to Step 17; otherwise, go to Step 10.

Step 9. For the class K (or the subclass K — K) that contains the applied problem P(/), no solution
method is available; therefore, it must be developed. In the development of such a method, in its justifi-
cation and analysis of its characteristics (in the development of the theory and in proving the correspond-
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ing theorems), known or new approaches to the solution of problems in K (or in the subclass K c K) can
be used. Upon such a method has been developed, go to Step 10.

Step 10. There are known methods for solving problems in the class K (or in the subclass K c K) or
such methods were developed at Step 9.

From the set of available methods for solving problems in the class K or in its subclass K, the “best”
method in terms of the accuracy and performance is selected using the known a priori estimates of the
quality characteristics (e.g., bounds on the error, estimates of the convergence, information and combi-
natorial complexity). To make this choice, the knowledge available in computer databases and the litera-
ture is used (see [5, 14—27]).

Step 11. Parameters of the computer that will be used to solve the problem P(/) € K (or P(I) € K < K)
are chosen based on the preliminary analysis of its complexity and requirements for the quality character-
istics of the e-solution; that is, the definition of the computer model c¢(Y) < C(Y) is completed by selecting
the parameters Y—the number of processors (k = 1 or kK > 1), their type, the word size, the precision of
arithmetic operations, estimates of the instruction execution time, computation modes, and constraints
M, on the random access memory.

Step 12. On the basis of the method chosen at Step 10, a 7T-efficient algorithm for finding the €-solu-

tion of the problem P(/) € K (or P(I) € K c K) is developed and estimates of its characteristics are found
using the following scheme.

(a) On the bases of the selected method, an algorithm a € A is developed for the computer ¢(Y), which
can be described in more or less detail, including a step-by-step description in a pseudocode. When Step
12a is repeated, a new algorithm may be developed or the initial algorithm a € 4 may be improved.

(b) An a priori estimate M(g, I, X, Y) of the computer memory that will be used by the algorithm a € A for
constructing an approximate solution of the problem P(J) is found or an available estimate is improved.

(¢) Condition (3) is checked. Ifit is fulfilled, then go to Step 12d; otherwise, go to Step 11 (or 12, ifthe
algorithm is fixed). This is done in order to ensure the fulfillment of condition (3) due to a modification
of the initial or the development of another algorithm a € A (possibly, with the choice of a corresponding
computer c¢(Y)).

(d) A priori estimates are found or improved. These are the estimate of the total error of the approxi-
mate solution p(E(/, X, Y)) and its three components p(Ey(1, X, Y)), p(E (1, X, Y)), and p(E (], X, T))
that occur, respectively, due to the inaccuracy of the initial data, the method (algorithm), rounding in the
use of the algorithm a € A, and the computer model c(Y).

(e) Based on the estimate p(E(/, X, Y)), condition (1) is checked; that is, it is checked whether an ¢-
solution of the problem P(/) can be calculated using the given information 7,. If no g-solution can be
found, the causes are detected, and an additional analysis beginning from Step 10 or 12 of the present
scheme is carried out. If the chosen algorithm can find an €-solution of the problem P(/) € K (or P() €

K < K), then go to Step 12f; otherwise, stop the search for the algorithm a € A4 and indicate why the solu-
tion of the problem cannot be ensured under condition (1).

(f) An a priori estimate T{(g, I, X, Y) of the CPU time for the algorithm a € A is found or improved.

(g) Using the estimate 71(¢, I, X, Y), find out if the selected algorithm guarantees that an g-solution of
the problem P(/) can be obtained under condition (2). If this is the case, then we conclude that the
selected algorithm a belongs to the set A(e, 7;) (A(g, T;) € A(g)) of efficient (in terms of performance)
(T-efficient) algorithms, which depends on 7). If a is not T-efficient, the possibilities of ensuring its
T-efficiency by modifying condition (2) and the construction of a 7-efficient algorithm a € A by using
optimization opportunities (Steps 12a or 12f) should be analyzed.

Remark. Ifthe scheme described above cannot produce an algorithm a € A(g, T;) for finding an g-solu-
tion of the problem, it is important to know exact (or close to them) lower bounds on the error of the
approximate solution and estimates of the computational complexity of the problem. Using these esti-
mates, one can conclude whether a solution of the problem with the prescribed quality characteristics can
be constructed or this is impossible and the applied problem should be reduced to another class of com-
putational mathematics problems or a computer of another class should be used.

If a T-efficient algorithm ensuring the prescribed quality characteristics is constructed, then go to Step 13;
otherwise, go to Step 12.

Step 13. The T-efficient algorithm for solving the problem P(/) € K (or P(I) € Kc K) isimplemented
in a certain programming language for the selected computer c(Y).
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The CA-program for finding a solution of the problem P(/) with the prescribed quality characteris-
tics (1)—(3) must belong to one of the following classes of CA-programs.

1. The CA-program calculates an g-solution, and the values of the control parameters X that ensure
prescribed accuracy (1) from a certain range of accuracies D(¢) (¢ € D(g)) are calculated by the same pro-
gram using a priori error estimates; the components of the vector X of control parameters can include, e.g.,
the number of iteration steps, grid size, etc.

2. The CA-program calculates an g-solution and an a posteriori error estimate of the resulting solution.
The construction of an g-solution with the prescribed error € € D(¢g)) is ensured by the corresponding
selection of the control parameters X using the a posteriori estimate.

3. The CA-program calculates an approximate solution of the problem P(/) but does not produce any
error estimate. The prescribed accuracy € € D(g) is ensured by the user due to an appropriate choice of
the control parameters X of the CA-program using the error estimates obtained by testing.

Step 14. The developed CA-program and the estimates of the quality characteristics p(£) and T are
tested using an appropriate test suite in accordance with the technology developed for testing the quality
characteristics of CA-programs (see [9]).

If the testing results confirm that the developed or selected CA-program can solve the problem P(/)

K (or P(1) e K c K) with prescribed quality characteristics (1)—(3), then go to Step 18; otherwise, go to
Step 15.

Step 15. The CA-program is analyzed to find opportunities to improve it in terms of the characteristics
that do not satisfy the requirements. The CA-program is optimized, and Step 12 is executed for the result-
ing modification. If all the optimization opportunities have bee tried but the quality characteristics do not
satisfy conditions (1)—(3), then go to Step 11 or 12.

Step 16. If a CA-program for solving problems in the class K or its subclass K — K was selected from
an available library, it is tested (if needed) to determine the characteristics p(£) (the accuracy of the solu-
tion) and 7' (computation time) in accordance with the testing technology described in [9].

If the selected CA-program ensures the solution of the problem P(/) € K (or P({) € K c K) with the
prescribed quality characteristics in terms of accuracy and performance, then go to Step 18; otherwise, go
to Step 8b or 8c.

Step 17. Using the estimates of p(E), 7, and M provided in the library for the selected CA-program,
check if this CA-program can ensure the construction of an g-solution of problems in the subclass P(/)
K up to required accuracy (1) € € D(g) under restriction (2) on the computation time. If the CA-program

ensures the construction of an g-solution of the problem P(/) € K satisfying conditions (1)—(3), then go
to Step 18; otherwise, go to Step 8.

Step 18. Construct an g-solution of the problem P(/) € K (or P(I) € K c K) with prescribed quality
characteristics (1)—(3) using the selected or developed CA-program.

Step 19. Interpret the computation results. If these results are inappropriate in a certain sense, go to
Step 1 or Step 2.

CONCLUSIONS

The proposed computer technology for solving applied and computational mathematics problems with
prescribed quality characteristics (1)—(3) as applied to specific problems (or classes of problems) provides
the following capabilities.

1. Carry out a systematic approach to the problem statement and to its solution.
2. Analyze the computational situation (see Step 8) for solving the applied problem in the class K (in

the subclass K < K) and identify the steps to be carried out to solve the problem with prescribed quality
characteristics (1)—(3).

3. Based on the computational situation, develop a corresponding CA-program for solving the prob-
lem.

4. If possible, use a program from an available computer algebra system (such as Mathematica, Mat-
Lab, MathCAD, or Python) and select a program (if a handful of such programs are available) that pro-
vides the prescribed quality characteristics.

5. Use the proposed technology for solving applied problems with high requirements for quality char-
acteristics (1)—(3).
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